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## Lemma [Attiya and Rajsbaum, extended]

Immediate snapshot executions can be paired ( $\alpha, \alpha^{\prime}$ ) s.t.:

- Exactly one process distinguishes between $\alpha$ and $\alpha^{\prime}$
- $\operatorname{sign}(\alpha)=-\operatorname{sign}\left(\alpha^{\prime}\right)$
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- Repeat: Simulate a step of $S$, write and scan
- If all processes have arrived, decide 1
- If $S$ decides, decide the same
- No execution in which only 1 is decided Since last process to arrive always decide 0
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- No other execution in which only 0 is decided: If a process takes a simulation step, some process decides 1
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Theorem: There is no algorithm solving SSB
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Future research:

- When $n$ is not a prime-power:
- Explicit algorithm for ( $2 n-2$ )-renaming; complexity
- $(2 n-3)$-renaming and below
- Other models: message passing, partial synchrony
- Other colored tasks?

